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Abstract—Ad hoc cognitive radio networks (CRNs) have the
potential for meeting the challenge of increasing radio spectrum
efficiency. However, traditional control of ad hoc networking
demands end-to-end information channel feedback, whose fea-
sibility is hard in ad hoc CRNs due to the opportunistic
nature of spectrum access. In this paper, we propose a virtual
multiple-input multiple-output (MIMO) approach to facilitate
error-resilient end-to-end transmission with no need for feedback
information. An erasure-channel model is used to describe the
randomness of outage caused by opportunistic links. At source
node, a discrete Fourier transform (DFT)-based path–time code
(PTC) is used to exploit path diversity. The a priori erasure
probability is analyzed, and a pipeline scheduling scheme with
unequal waiting periods is designed to reduce such probability. At
destination node, knowledge of the a priori erasure probability
is exploited to overcome the decoding challenge raised by the
presence of random erasures. A joint sphere decoder (JSD)
with a minimum mean-squared error sorted QR decomposition
(MMSE-SQRD) effectively implements maximum a posteriori
(MAP) probability decoding. This decoder simultaneously per-
forms erasure identification and data decoding. Numerical results
show that the proposed virtual MIMO framework can pave the
way to efficient and reliable end-to-end transmission in ad hoc
CRNs.

Index Terms—Multiple-input multiple-output (MIMO), virtual
MIMO, cognitive radio network (CRN), ad hoc networks, era-
sure channel, path–time code (PTC), sphere decoder (SD), QR
decomposition (QRD).

I. INTRODUCTION

COGNITIVE radio (CR) has been widely regarded as a
key technology to enhance the spectrum utilization in

wireless communications [1]–[5]. While a primary user has
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exclusive privilege to access its licensed channels, a CR is
capable of dynamically adapting its parameters to make best
use of the available spectrum without interfering with the
primary users. Formed by primary users and CRs, ad hoc
cognitive radio networks (CRNs) aim at improving the end-to-
end communication performance without centralized control.

Although spectrum efficiency is greatly enhanced by em-
ploying CR, the node-to-node CR links are opportunistic and
thus random due to the following reasons: First, to avoid
interfering with primary users or other CRs, a relay node
must buffer the CR packet and sense the availability of the
link to its next node before forwarding. The transmission
delay is prolonged when the spectrum is heavily used so
that available links are scarce. The CR packets experiencing
a long transmission delay beyond the time-to-live threshold
are discarded before arriving at the destination node [6].
Second, practically vulnerable spectrum sensing results in
severe interference or collisions when a node forwards CR
packets to a link occupied by other CRs or the primary users.

Many routing algorithms have been proposed [7]–[10]
which aimed at precise control of ad hoc CRNs. For example,
joint design of routing, spectrum sensing, scheduling, and
resource allocation is considered [7], [8] to optimize the end-
to-end performance of CRs. Other than the complexity of
such joint design, these routing algorithms of ad hoc CRNs
usually demand end-to-end information. However, since the
opportunistic links in ad hoc CRNs are random, unreliable
and therefore likely unidirectional [6], [11], end-to-end in-
formation exchange, which assumes a control channel and
a feedback link, requires tremendous control overhead. This
control overhead makes the algorithms not scalable to a large
ad hoc CRN [12]. On the other hand, by utilizing only the
local information [13]–[15], routing can be established in
a statistical manner, implying that the presences of random
availability of the links are allowed. To combat this intrinsic
randomness, the error-resilient end-to-end transmission should
be developed [12], [16].

In this paper, we propose to design the error-resilient end-to-
end transmission not requiring any feedback information. To
retain such error control resilience over ad hoc CRNs, multi-
path end-to-end transmission should be established [17]–[19].
In particular, by encoding packets along both path and time
coordinates [20], the end-to-end transmission of ad hoc CRNs
is formulated as a new type of virtual multiple-input multiple-
output (MIMO) technology. Conventional virtual MIMO tech-
nology has multiple cooperating source nodes communicating
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with multiple destination nodes [21], [22]. In our framework,
multiple nodes are used to form multiple relay paths between
a source/destination node pair. The relay paths aggregate to
form a new “channel” at the network level (more specifically,
at session level since we can imagine an end-to-end session on
top of the end-to-end multipath transmission). Based on this
formulation, new encoding/decoding schemes at the network
layer, enabling error-resilient end-to-end transmission in ad
hoc CRNs, can be developed by exploiting what has been done
in physical-layer MIMO research. This way, the end-to-end
virtual MIMO transmission only requires local sensing, and
thus eliminates the need of end-to-end feedback and control.
Note that although the distributed space–time code [23]–
[26] or distributed spatial multiplexing [27] also applies the
physical-layer MIMO techniques to the network layer, the
randomness in ad hoc CRNs makes our scheme of designing
encoding/decoding on the network layer fundamentally much
more challenging.

Compared with physical-layer MIMO systems [28], the ma-
jor design challenge of end-to-end virtual MIMO transmission
in ad hoc CRNs lies in the random outage of transmissions
due the packet expiration, severe interference, and deep fading.
The erasure MIMO channel is adopted to model transmission
outages. This model involves an erasure matrix whose entries
are independent Bernoulli random variables [29]. Notice that
erasures resulting from a single source may be correlated,
which makes statistical modeling of erasures coming from
multiple sources a potentially very complicated task. To over-
come this difficulty, we assume independent erasures, which
should prove to be a reasonable approximation. Then, a path–
time code (PTC) [20] is designed to encode the packets along
path and time coordinates. Discrete Fourier transform (DFT)
is the tool used in path–time coding to combat time-varying
erasures. Specifically, the DFT matrix reflects the frequency
behavior of the fading gains of relay paths. When a fading gain
in a time slot happens to be nonzero, its frequency components
are nonzero as well, and hence packets transmitted on these
frequencies are less likely to be erased, thus increasing the
transmission diversity.

To allow the CR to have more chances to sense/access the
opportunistic links, a coded packet is immediately transmitted
before its previous coded packet arrives at the destination
node, similar to the pipeline architecture in hardware im-
plementation. This pipeline scheduling scheme effectively
lowers the erasure probability. However, in this situation,
a CR can transmit multiple coded packets simultaneously
through a relay path, thus resulting in the queueing of these
coded packets. The resulting queueing can be modeled using
series queues [30], which complicates the analysis of erasure
probability compared to the traditional scenario. Note that the
knowledge of the value of this a priori erasure probability
not only is crucial for performance evaluation, but can also
be utilized to enhance end-to-end performance. For example,
while conventionally waiting periods of coded packets are
assumed to be equal, the destination node can utilize the
analytical a priori erasure probability to optimize the waiting
periods.

After receiving the coded packets, the destination node
encounters the main end-to-end transmission challenge in
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Fig. 1. Example topology of end-to-end transmission in an ad hoc multihop
CRN.

the ad hoc CRN, i.e., the presence of random erasures. We
advocate the use of a joint sphere decoding (JSD) algorithm
with the maximum a posteriori (MAP) probability criterion to
jointly identify the presence of erasures and decode the data. In
particular, JSD exploits the knowledge of the a priori erasure
probability to perform the optimal joint detection. Owing to
erasures, ill-conditioned channel matrices, which cause an
increase of the decoding complexity, occur more frequently
than in physical-layer MIMO systems. For complexity reduc-
tion, a minimum mean-squared error sorted QR decomposition
(MMSE-SQRD) is used to regularize the channel matrix. In
combination with MMSE-SQRD, JSD achieves reliable end-
to-end transmission with viable decoding complexity.

In short, the contributions of this paper are listed as follows:
• Formulation of a novel virtual MIMO technology “over”

ad hoc CRNs which provides error-resilient end-to-end
transmission without requiring feedback and end-to-end
information.

• PTC based on DFT that encodes the packet to exploit
path diversity for the end-to-end transmission.

• A pipeline scheduling scheme with unequal waiting pe-
riods that lowers the erasure probability in the end-to-
end transmission, which is verified by comprehensive
analysis.

• Combination of JSD and MMSE-SQRD to jointly iden-
tify the presence of erasures and decode the data packet
to achieve a satisfactory and robust end-to-end error rate
performance (this differs from traditional error correction
at physical layer).

The paper is organized as follows: Section II describes the
virtual-MIMO system and the erasure-channel model. Sec-
tion III focuses on PTC. Section IV introduces the pipeline
scheduling scheme and the analysis of erasure probability. Sec-
tion V elaborates on JSD and MMSE-SQRD. Section VI
provides numerical results to validate the analysis and to
demonstrate the performance of the proposed virtual MIMO
techniques. Finally, conclusions are drawn in Section VII.

II. VIRTUAL MIMO FORMULATION

Let us call link the connection between two nodes, and
path the connection route between source and destination
nodes, i.e., the end-to-end connection. This multihop net-
working can be viewed as R link-disjoint paths [16], [31],
which respectively comprise Nr − 1 cognitive radio relay
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nodes, r ∈ {1, . . . , R}, have been established by using any of
the routing algorithms from [17]–[19]. Fig. 1(a) illustrates an
example of the network topology of the constructed multipath
routes, and Fig. 1(b) depicts its equivalent directed-graph
model. The cognitive relays over different links on different
paths can transmit simultaneously since the availability of any
two links in two different paths is independent, due to the
link-disjoint condition. After establishing the multiple relay
paths, the source node encodes the data along both time and
path coordinates. The coded packets are then transmitted to
different relay paths by applying multiplexing techniques or
the two-step protocol [25]. The coded packet in each relay
path is then amplified and forwarded toward the destination
node. The scheduling is performed in a distributed manner:
The relay node amplifies and forwards the received coded
packets toward the destination node, given that the life time of
the coded packet does not expire; the expired coded packet is
discarded, which causes an erasure. An erasure also happens
when the coded packets experience deep fading or severe
interference from primary users/other CRs due to imperfect
spectrum sensing or simultaneous transmissions of multiple
CRs. By collecting the PTC-coded packets, the destination
node identifies the presence of erasures and decodes the data.

Now let us define the waiting period as the period during
which the destination node is assumed to receive the associated
coded packet. With a longer waiting period, a relay node
is allowed to make more attempts to sense and access the
opportunistic links. If all the links can be sequentially accessed
within the waiting periods, the coded packet can reach the
destination; otherwise, it is discarded and an erasure occurs.
Define B as the length of a PTC code word, i.e., the number
of coded packets used to transmit a data packet. An erasure
matrix V ∈ {0, 1}B×R is defined to describe the positions
and the number of erasures: specifically, its (b, r)th entry vb,r
is a Bernoulli random variable [29] taking value 0 when an
erasure occurs at the rth path and the bth time instant.

For the end-to-end coded CRN transmission using the PTC,
we focus on unit-rate PTCs, so that the transmission rate is not
reduced. Defining χ as the constellation set, the source node
encodes a data packet x ∈ χB by a coding matrix C̃b ∈ CR×B

and transmits the resulting coded packet at time instant b.
Define vb = [vb,1, . . . , vb,R], gb = [gb,1, . . . , gb,R] ∈ CR

as the path fading gain vector at time instant b, and their
Schur product gb ◦ vb = [gb,1vb,1, . . . , gb,Rvb,R]. With these
definitions, the received coded packet at the destination node
has the form

yb = (gb ◦ vb)
�C̃bx+

R∑
r=1

ñb,r = (gb ◦ vb)
�C̃bx+ nb, (1)

where (·)� denotes transposition, ñb,r is the noise aggregated
from all links in the rth path, and nb =

∑R
r=1 ñb,r. Due to

relay link gains, the noise variance of the additive white Gaus-
sian noise (AWGN) ñb,r is different for every r and b [25].
Therefore, nb is also AWGN with time-varying noise power
spectral density N0,b. We assume that gb,r is known at the
destination node, but neither the source nor destination node
has information of vb,r. The destination node is responsible for
identifying the presence of erasures, in additional to decoding

data packet.
The received coded packet from b = 1 to b = B can be

represented as

y =

⎡
⎢⎣

(g1 ◦ v1)
� . . . 0T

...
. . .

...
0T . . . (gB ◦ vB)

�

⎤
⎥⎦
⎡
⎢⎣

C̃1

...
C̃B

⎤
⎥⎦

︸ ︷︷ ︸
C

x+

⎡
⎢⎣

n1

...
nB

⎤
⎥⎦

︸ ︷︷ ︸
n

=

⎡
⎢⎣

(g1 ◦ v1)
�C̃1

...
(gB ◦ vB)

�C̃B

⎤
⎥⎦

︸ ︷︷ ︸
Heq(V,C)

x+n = Heq(V,C)x+n, (2)

where C = [C̃�
1 . . . C̃�

B]
� ∈ CRB×B represents the cas-

caded C̃b. With the formulation in (2), the end-to-end coded
ad hoc CRN system is described by the same equation as a
symmetric spatial multiplexing MIMO system, characterized
by the equivalent channel matrix Heq(V,C) ∈ CB×B . This
matrix incorporates RB Bernoulli random variables modeling
the erasures, and, as the channel matrix of a MIMO system,
can be modified by a suitable choice of the coding scheme [32,
p. 350 ff.]. In conclusion, (2) can be interpreted as describing
a virtual MIMO system where multiple nodes are coordinated
to form multiple relay paths between a source/destination node
pair. The source node encodes the data packet along time and
path coordinates, thus shaping Heq(V,C). The destination
node has to decode the B constellation points in x, given
that the received coded packets are impaired by the erasures
modeled by the RB Bernoulli random variables contained
in V.

III. PATH–TIME CODE

PTCs aim at exploiting path and time diversity to improve
the transmission reliability [20], just as space–time codes
function in the physical layer. However, due to the presence of
erasures caused by the opportunistic links, the design of PTCs
is more challenging, especially when time-varying erasures
need to be accounted for.

A. Permutation and Orthonormal Matrices for PTCs

We first investigate PTCs to be used on a channel where
erasures remain constant during B time slots, i.e., for the
whole duration of a PTC code word [20]. For uncoded
transmission, every erasure nulls a column of Heq(V,C), and
thus an element of x is lost. To mitigate this, coding matrices
are introduced to make the entries in vb uniformly distributed
across the columns of Heq(V,C). Specifically, if R = B, the
identity matrix is used as C̃1. For b ≥ 2, the coding matrix C̃b

is generated by circularly shifting the row vectors of C̃b−1 up
(or down). A set of coding matrices is therefore constructed
in the form of permutation matrices, which effectively lowers
the error floor [20].

According to the design criterion advocated in [33], the path
diversity is bounded by the minimum distance between any
pairs of coded packets Cx̂ and Cx̌, where x̂ and x̌ are two
arbitrary data packets. This implies that, even if null columns
are avoided, the null entries in Heq(V,C) still impair the
performance. Based on this observation, we propose the use
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of orthonormal matrices to increase the path diversity. For
simplicity’s sake, considering a CRN with R = B = 4, the
first coding matrix is the orthonormal matrix

C̃1 =
1

2

⎡
⎢⎢⎣

1 1 1 1
−1 1 −1 1
−1 1 1 −1
−1 −1 1 1

⎤
⎥⎥⎦ . (3)

The remaining code matrices are generated in the same
way as with permutation coding. As shown in [20], PTCs
with orthonormal matrices outperform those with permutation
matrices by several dB of signal-to-noise ratio (SNR).

Now, in a fast-erasure channel, where vb,r takes independent
values at different time instants b, the performance of both
families of PTCs is deteriorated. Consider for example the
case with R = B = 2 and orthonormal PTC. If v1,1 and v2,2
are null, Heq(V,C) becomes a rank deficient matrix. For
example,

Heq

([
0 1
1 0

]
,
1√
2

⎡
⎢⎢⎣

1 1
1 −1
1 −1
1 1

⎤
⎥⎥⎦
)

=
1√
2

[
g1,2 −g1,2
g2,1 −g2,1

]
.

(4)

Therefore, new criteria for designing PTCs must be found
in the following subsection when dealing with a fast-erasure
channel.

B. DFT-Based PTC

A drawback of orthonormal PTCs lies in the fact that
different C̃i are formed from the same group of row vectors.
As the example shown in (4), the nonzero v1,2 and v2,1
retain the identical second and third row vectors of C,
making Heq(V,C) rank deficient. Thus, the DFT-based PTC
which comprises distinct row vectors is proposed to resolve
this. The DFT-based PTC is generated by applying code
matrices with the (k, b)th entry, Ck,b, being

Ck,b =
1√
R
e

−j2πkb
RB , k = 1, . . . , RB, b = 1, . . . , B,

(5)

where the normalization factor
√
R accounts for the fact that

the packet is transmitted through R opportunistic paths. As the
DFT transforms a function of time into the frequency spectrum
of this function, the DFT-based PTC can be interpreted in a
similar way as the following. From (2), we have the time-
domain channel impulse response at the bth time instant

[0� . . .0�︸ ︷︷ ︸
b−1

(gb ◦ vb)
� 0� . . .0�︸ ︷︷ ︸

B−b

]. (6)

After processing by the DFT-based PTC, the bth row vector
of Heq(V,C) indicates the channel frequency response of (6).
As long as vb �= 0, all the entries of the bth row vector
of Heq(V,C) are nonzero. In this case, x are received
unerased at time b, which results in increased diversity.

The use of DFT matrices as code matrices has several
upsides, viz.,

Since all the entries in C are nonzero, every x b is
dispersed to all paths at all B time instants. Given
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(b) Pipeline scheduling scheme with unequal waiting periods; Wb indicates
the waiting period of the bth code packet.

Fig. 2. Timing diagrams of conventional scheduling and pipeline scheduling
with unequal waiting periods.

two data packets that differ in a certain entry xb, the
Hamming distance of the associated PTC coded packets
is maximized to RB.

Distinct row vectors avoid the rank-deficiency problem
in (4).

They allow implementation by fast Fourier transform
(FFT) architectures, such as those widely used in orthog-
onal frequency-division multiplexing (OFDM) systems.

IV. SCHEDULING

In a conventional ad hoc CRN, when, due to an occupied
link, a coded packet experiences an end-to-end delay longer
than the waiting period, this coded packet is discarded. In this
section we introduce a novel scheduling scheme that allows
coded packet to tolerate end-to-end delay longer than the
waiting period. A systematic analysis of erasure probability
is also provided. Note that since the scheduling addressed in
this section only reduces the probability of packet expiration,
erasures caused by deep fading or strong interference are
ignored in the analysis. For notational brevity, in this section
we omit the subscript r which indexes the path.

A. Conventional Scheduling Scheme

Assume a transmission latency relatively small compared
with the delay caused by the unavailability of occupied links.
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Given perfect timing information at all nodes1, each transmis-
sion is nonoverlapped as illustrated in Fig. 2(a). We define
the sensing interval as the period during which a relay node
can sense the link availability once. The normalized waiting
period W (normalized with respect to the sensing interval)
indicates the overall number of sensing that the nodes are
allowed to perform for the N opportunistic links. Since nodes
have perfect timing information, the distributed scheduling
is straightforward: each node simply performs sensing at
the beginning of every sensing interval. Once the end-to-
end delay exceeds the waiting period, the coded packet is
discarded. Sequential sensing of the N opportunistic links
can be modeled as a Bernoulli trial, characterized by the
geometrically distributed random, variable G(δ), where δ is
the probability of a link occupied by primary users or other
CRs. Since the end-to-end delay is the summation of N
geometric random variables, it follows a negative binomial
distribution NB(N, δ) with probability mass function (PMF)

PNB(x;N, δ) =

(
x+N − 1
N − 1

)
(1 − δ)Nδx. (7)

When the end-to-end delay τ is shorter than the waiting
period W , we have path availability (i.e., vb = 1) with
probability given by [16]

P (vb = 1) = P (τ ≤ W ) =

W∑
τ=N

PNB(τ −N ;N, δ). (8)

As illustrated in Fig. 2(a), a drawback of the conventional
scheduling scheme lies in the fact that only one of the
opportunistic links of a relay path is utilized, while there may
be multiple links concurrently available. This sensing strategy
does not fully exploit the opportunistic transmission concept
since most of the relay nodes are idle.

B. Pipeline Scheduling Scheme with Unequal Waiting Periods

To improve the utilization of the opportunistic links, we
propose a pipeline scheduling scheme which transmits one
coded packet immediately after another at every sensing
interval as depicted in Fig. 2(b). Using pipeline scheduling,
the erasure probability decreases, as CRs can simultaneously
sense/access multiple opportunistic links in one path.

Although pipeline scheduling is simple and effective, we
hasten to point out that it introduces two extra delays, which
degrade its potentially superior performance. First, as multiple
coded packets are now simultaneously transported in the
relay path, congestions and queueing occur. Second, coded
packet should arrive at their specific waiting periods since the
destination node identifies the received coded packet by its
arrival time, as depicted in Fig. 2(b). Therefore, early-arrival
coded packet is proposed to be buffered in the last node closest

1We assume all nodes perform synchronization once before the end-to-
end transmission, in order to have the timing information, i.e., the sensing
and waiting periods. However, the actual operation of this proposed virtual
MIMO technology does not really assume the need of synchronization due
to its sequential (event-driven) operation. Synchronization among nodes may
significantly simplify analysis of sensing and performance. Please note that
the work in [34] suggests that asynchronous operation does not necessarily
imply performance loss, at the price of extra implementation design.

to destination in each path, even when an opportunistic link
to the destination node is available.

Given these two delays, an end-to-end transmission using
pipeline scheduling can be treated as two stages, viz.,

Series-Queue Stage [30] 2: N − 1 opportunistic links,
where congestions among coded packets may occur.

One-Hop Stage: The single opportunistic link connected
to the destination node.

As shown in Fig. 2(b), the pipeline scheduling scheme effec-
tively prolongs the permissible end-to-end delay of all coded
packets after the first one. The first several coded packets have
a higher erasure probability than the others, and dominate the
scheme performance. This unbalance of erasure probabilities
can be mitigated by increasing the waiting periods of the
first coded packets. We call this scheme pipeline scheduling
with unequal waiting periods. To elaborate on this scheme, in
the sequel the erasure probability will be analyzed, and the
distribution of the waiting periods optimized. As we shall see,
the connected decoding algorithm requires knowledge of the
a priori erasure probability to perform MAP decoding.

C. Analysis of Erasure Probability

Define kb as the number of links that the bth coded packet
encounters which are unavailable due to congestions among
coded packets. We analyze the erasure events in three steps.
First, the erasure probability conditioned on kb is derived.
Next, we derive the PMF of kb from a toy example with N =
2, i.e., one link in the series-queue stage. Finally, the general
case N > 2 is discussed. For simplicity and clarity’s sake, in
this subsection we restrict ourselves to a treatment of equal
waiting periods only. The case of the unequal waiting periods
can be easily handled by generalizing the derivation in this
subsection.

1) Derivation of P (vb | kb): As shown in Fig. 2(b),
the transmission of the first coded packet using pipeline
scheduling occurs just as in a conventional scheme, since
the maximum end-to-end delay equals the waiting period,
and kb = 0. Therefore, P (v1 = 1) is the same as in (8):

P (v1 = 1) = P (τ ≤ W ) =

W∑
τ=N

PNB(τ −N ;N, δ). (9)

For b ≥ 2, we have kb ≥ 0, since the bth coded packet
might arrive at a link where the (b− 1)th coded packet is still
queued. The probability of path availability has the form

P (vb = 1) =

(b−1)(W−1)∑
kb=0

P (vb = 1 | kb)P (kb), (10)

where P (kb) denotes the PMF of kb. The maximum value
of kb is (b−1)(W−1), which is taken when the previous (b−
1)th coded packet has left the path at the (b− 1)W th sensing
interval, and the current bth coded packet is transmitted at
the (b− 1)th sensing interval, as illustrated in Fig. 2(b).

To compute P (vb = 1|kb), we take the product of the
probabilities that the bth coded packet passes the series-queue

2In the series queue [30] coded packet sequentially passes through several
CR relay nodes, with a delay distribution G( · ).
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stage and the one-hop stage. Specifically, define the delay in
the one-hop stage as τ2 ∈ {1, . . . ,W} (τ2 ≤ W because a
coded packet is allowed to be transmitted through the link
connected to the destination node only within its waiting
period) and the delay in the series-queue stage as τ1 ∈
{N − 1, . . . , b(W − 1) − τ2 − kb}. Then, P (vb = 1 | kb)
is given by

P (vb = 1|kb) =
W∑

τ2=1

b(W−1)−τ2−kb∑
τ1=N−1

P (vb = 1|kb, τ1, τ2) =

W∑
τ2=1

b(W−1)−τ2−kb∑
τ1=N−1

PNB(τ1−N− 1;N−1, δ)PNB(τ2−1;1,δ), (11)

where PNB(τ1−N−1;N−1, δ) and PNB(τ2−1; 1, δ) denote
the probability of passing the series-queue stage and the one-
hop stage, respectively. After inserting (11) into (10), the
probability that a coded packet can get through all the links
within the waiting periods can be computed as long as P (kb)
is available.

2) Derivation of P (kb) with N = 2: Define k̃b as the
number of links that the bth coded packet encounters and
that are unavailable because of the activity of primary users
or other CRs. The PMF of k̃b is described by the negative
binomial distribution

P (k̃b) =⎧⎪⎨
⎪⎩

PNB(k̃b; 1, δ), otherwise,
∞∑

i=(b−1)(W−1)

PNB(i; 1, δ), if k̃b = (b − 1)(W − 1), (12)

where P (k̃b = (b − 1)(W − 1)) cumulates the tail of the
negative binomial PMF since the maximum values of k̃b
and kb are identical.

For N = 2, only one opportunistic link exists in the
series-queue stage. Once this link is unavailable for any
reason, congestion occurs, and the resulting delay propagates
to the following coded packets. Thus, kb can be computed by
cumulating k̃b:

kb =
b−1∑
i=1

k̃i (13)

which allows the recursive representation

kb = kb−1 +Δkb−1, (14)

where Δkb−1 � k̃b−1 when N = 2.
Since k1 = 0, we have P (k2) = P (k̃1) as shown in (12).

For b ≥ 2, P (kb) can be computed from the convolution
of P (kb−1) and P (Δkb−1) due to (14):

P (kb) =⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(b−1)(W−1)∑
j=0

P (Δkb−1 = j)P (kb−1=kb−j), otherwise,

∞∑
i=(b−1)(W−1)

(b−1)(W−1)∑
j=0

P (Δkb−1=j)P (kb−1=i−j), if kb=(b−1)(W−1).

(15)

TABLE I
EXAMPLE OF THE PMF DERIVATION OF k1 ; Wb = 4 FOR ALL SENSING

RESULTS AND N = 3.

Sensing results (u1) P (u1) k̃1 Δk1 P (Δk1|u1)
111X (1− δ)3 0 0 1
110X (1− δ)2δ 0 0 1
101X (1− δ)2δ 1 0, 1 δ, (1− δ)
100X (1− δ)δ2 2 0, 1, 2 δ2, (1− δ)δ, (1− δ)
011X (1− δ)2δ 1 1 1
010X (1− δ)δ2 2 1, 2 δ, (1− δ)
001X (1− δ)δ2 2 2 1
000X δ3 3 3 1

3) Derivation of P (kb) with N > 2: In the general
case N > 2, coded packets may be queued on different links in
the series-queue stage. Even when the (b− 1)th coded packet
encounters an occupied link by the activities of other CRs
or the primary users, i.e., k̃b−1 > 0, we still have kb = 0
given that the upcoming bth coded packet is also queued on
another link, implying that Δkb ≤ k̃b. In this case, Δkb
critically depends on the sensing results of successive coded
packets, and a case-by-case computation of Δkb is necessary.
We propose a systematic approach to this calculation, as
illustrated by the simple example of Table I, which refers to
the case b = 1, W = 4, N = 3, that is, two links in the
series-queue stage.

Define the four-bit vector u1 describing the sensing results
of the first coded packet. Each bit takes value ‘1’ if the coded
packet accesses an opportunistic link, and value ‘0’ if the link
is occupied by the primary users or other CRs. The value of
the last-position bit is ‘don’t care (X)’ since the coded packet
will leave, or will be discarded from, the relay path when the
end-to-end delay equals or exceeds W . The PMF of u1 is
obtained by counting the number of ‘1’s and ‘0’s in u1 and
using the results as exponents of (1− δ) and δ, respectively:

P (u1) = (1− δ)‖u1‖0δ(W−1−‖u1‖0), (16)

where ‖ · ‖0 denotes the l0-norm (or Hamming weight) of a
vector which represents the number of its nonzero entries.

Since now the series-queue stage contains two links, k̃1
is computed by counting the number of ‘0’s before the
second ‘1’. The results are listed in the third column in Table I.
The fourth column lists Δk1, which is obtained as follows:
For the first two rows, Δk1 = 0 since the first coded packet
has passed the links without any queueing. For the third row,
the first coded packet immediately passes the first link, but
is queued on the second link for one sensing interval. If the
second coded packet also immediately passes the first link,
we have Δk1 = 1; otherwise, we have Δk1 = 0 as the
second coded packet is queued on the first link. The associated
conditional PMFs are P (Δk1 = 1 | u1 = 101X) = 1 − δ
and P (Δk1 = 0 | u1 = 101X) = δ. Likewise, for the fourth
row, Δk1 = 0, 1, or 2 with probability δ2, (1−δ)δ, and (1−δ),
depending on the sensing results of the second coded packet.
The values of Δk1 in the remaining rows can be illustrated in
a similar way. The associated conditional PMF P (Δk1 | u1)
is shown in the last column of Table I.

By using this systematic approach to obtain P (u1)
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Fig. 3. Validation of the approximate PMF of kb. The parameters used
are δ = 0.3 and equal waiting period W = N for each subfigure.

and P (Δk1 | u1), the PMF P (Δk1) can be computed as

P (Δk1) =
∑
u1

P (Δk1 | u1)P (u1). (17)

Then, we have P (k2) = P (k1 +Δk1) = P (Δk1). For b ≥ 2,
the method illustrated in Table I yields an approximation
of Δkb, because the sensing result ub makes the assump-
tion kb = 0, which only holds true for b = 1.

Fig. 3 illustrates the accuracy of this approximation by
comparing the analytical P (kb) with its numerical results
under the condition of various b, N , and δ = 0.3, assuming
that the CRN doubles the current spectral efficiency [35].
The normalized waiting period W is set to be identical to
the number of opportunistic links N , which is the minimum
requirement for the first coded packet to pass the N -link path.
As can be seen, our approximation yields a result close to
exact in most configurations with N = 3 and 4. The accuracy
decreases as b and N increase, e.g., the situation where the
fifth coded packet of a long PTC code word is transported in a
long relay path comprising five opportunistic links. By using

the approximate P (kb), (10), and (11), the a priori erasure
probability is able to be accurately estimated.

V. MAP DECODING

At destination node, the operation of the virtual MIMO
decoder is much more complicated than at physical layer.
Specifically, a straightforward decoder implementation would
need 2RB −1 sets of physical-layer MIMO decoders, because
the possible realizations of the random-erasure matrix V are
in number of 2RB − 1 (the ‘−1’ accounts for the exclusion
of V = 0). A new decoding algorithm is consequently called
for.

A. MAP Joint Detection

We assume that the elements x of a coded packet are
randomly selected from χ with the same probability P (x) =
|χ|−B , where |χ| is the cardinality of χ. However, as discussed
in Section IV, V is not uniformly distributed. Thus, it is
appropriate to choose a decoding algorithm based on the MAP
criterion, viz.,

(x̂, V̂) = arg max
x∈χB ,V∈{0,1}RB

P (x,V | y)

= arg max
x∈χB ,V∈{0,1}RB

P (y | x,V)P (x)P (V). (18)

Since nb is AWGN with the noise power spectral density N0,b,
we obtain

P (y | x,V) =
1

πB
∏B

b=1 N0,b

e‖diag(ρ)y−diag(ρ)Heq(V,C)x‖2 ,

(19)

where diag(ρ) indicates a diagonal matrix with diagonal
terms ρ = [1/

√
N0,1, . . . , 1/

√
N0,b]. For the joint PMF of

the erasure matrix, P (V), we use a simple approximation
assuming that entries in V are independent, i.e.,

P (V) ≈
B∏

b=1

R∏
r=1

P (vb,r). (20)

This way, considering vb,r as the virtual binary bit, its bit-wise
log-likelihood ratio (LLR) can be defined as

Λ(vb,r) = log
P (vb,r = 1)

P (vb,r = 0)
(21)

so that

P (vb,r) =
evb,rΛ(vb,r)

1 + eΛ(vb,r)
. (22)

It is convenient, as it simplifies the computations and makes
them more stable, to modify the MAP criterion (18) into a
log-MAP one:

(x̂, V̂) ≈ arg min
x∈χB ,V∈{0,1}R×B

M(x,V), (23)

where the objective function M(x,V) is defined as

M(x,V) �
∥∥y′ −H′

eq(V,C)x
∥∥2 − B∑

b=1

R∑
r=1

vb,rΛ(vb,r)

(24)
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Fig. 4. Tree search structure of the JSD. The topmost layer is dedicated to
the detection of V, and the subtree is used for the detection of data packet x.

with the normalization y′ = diag(ρ)y and H′
eq(V,C) =

diag(ρ)Heq(V,C). Note that the irrelevant constant
terms log (π−B

∏B
b=1 N0,b), log |χ|−B , and (1 + eΛ(vb,r))−1,

r = 1, . . . , R and b = 1, . . . , B are removed. It should be
emphasized that, with this objective function, the decoding
algorithm duplicates the physical-layer iterative soft-input
MIMO decoding algorithm where the a priori LLRs of
the unknowns are obtained by the channel decoder [36],
[37]. Here, the a priori probabilities of the erasures are
calculated by the approach described in Section IV. However,
although the MAP decoding algorithm performs satisfactorily
in terms of error rate, its computational complexity may
prove prohibitive. For example, choosing R = B = 4 and
QPSK, the search space has an enormous size 224. To achieve
optimal performance with a lower complexity, we advocate
the JSD decoding algorithm described in the next subsection.

B. Joint Sphere Decoding

Sphere decoding is an efficient decoding algorithm that con-
verts an exhaustive search into a constrained tree search [38]–
[40]. To apply it to our problem, we structure the tree search
of the JSD as shown in Fig. 4, where the topmost layer
comprises the 2RB − 1 possible states of V. The subtree for
data detection is cascaded below each node of the topmost
layer. The objective function (24) is rewritten in the form of
an accumulation of partial distances (PDs) Di:

M(x,V) =

B+1∑
i=1

Di, (25)

where the Di associated with the topmost layer (the (B+1)th
layer) and the subtree are respectively given by

DB+1 = −
B∑

b=1

R∑
r=1

vb,rΛ(vb,r), (26)

B∑
i=1

Di =
∥∥y′ −H′

eq(V,C)x
∥∥2 . (27)

Eq. (26) shows that the PD of the topmost layer is the
summation of the LLRs of V.

After the topmost layer and its PDs are formed, the con-
ventional SD used in physical-layer MIMO receivers can be
adopted for data detection. The QR decomposition (QRD)

is used to structure a subtree search where xi and Di, for
i = 1, . . . , B, can be sequentially identified and calculated.
Specifically, denoting by IB and (·)H the B × B iden-
tity matrix and the Hermitian transposition, respectively, the
QRD transforms the channel matrix into the product of an
upper triangular matrix U(V,C) ∈ C

B×B and a unitary
matrix Q(V,C) ∈ CB×B as follows:

H′
eq(V,C) = Q(V,C)U(V,C), (28)

where
Q(V,C)HQ(V,C) = IB . (29)

After multiplying y′−H′
eq(V,C)x by Q(V,C)H , the objec-

tive function (25) becomes

M(x,V)

=
∥∥Q(V,C)Hy′ −Q(V,C)HH′

eq(V,C)x
∥∥2 +DB+1

= ‖ỹ −U(V,C)x‖2 +DB+1

=
B∑
i=1

∣∣∣∣∣∣ỹi −
B∑

j=i+1

Ui,j(V,C)xj

∣∣∣∣∣∣
2

+DB+1, (30)

where Ui,j(V,C) and ỹi denote the (i, j)th entry of U(V,C)
and the ith entry of ỹ = Q(V,C)Hy′, respectively. Us-
ing (30), the PD of the subtree for the data detection is given
by

Di =

∣∣∣∣∣∣ỹi −
B∑

j=i+1

Ui,j(V,C)xj

∣∣∣∣∣∣
2

, i = 1, . . . , B. (31)

Then, we confine the search of the JSD by d2, where d is the
radius. Once the accumulated PDs from the topmost layer to
the kth layer exceeds the value of d2, i.e.,

B+1∑
i=k

Di ≥ d2, (32)

all nodes in the subtree rooted at that node are pruned from the
search space. Given that d2 ≥ M(x̂, V̂), where (x̂, V̂) is the
optimal solution defined in (23), the optimal MAP decoding
performance can be efficiently achieved.

The search complexity of the subtree can be further reduced
by applying the sorted QRD (SQRD) and the Schnorr-Euchner
(SE) enumeration [39] which order the nodes along the vertical
and horizontal directions, respectively. The SQRD reorders the
columns of U(V,C) to allow the nodes with larger PDs to
be visited at upper layers, resulting in earlier tree pruning.
The SE enumeration orders the nodes rooted from the same
parent node with ascending PDs. By using the SQRD and
the SE enumeration, once a visited node in the topmost
layer has a PD larger than the squared radius d2, all the
unvisited nodes in the topmost layer are guaranteed to have
PDs larger than d2. Therefore, the JSD can be terminated
without losing optimality. In other words, though the JSD
comprises RB − 1 conventional SDs for the subtrees in the
worst case, the average complexity is considerably lowered
since many subtrees are not visited.

Last, it should be emphasized that, with the JSD, the re-
ceiver can gather probabilistic information about V. By using
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this on-line learning process, the destination node can sense
and track the variation of δ, which is particularly important
when the channel statistics are dynamic.

C. MMSE–Sorted QR Decomposition

The average decoding complexity with SD is known to
increase when the channel matrix is ill-conditioned [41]. Now,
due to erasures, this situation occurs more often in the end-
to-end transmission of ad hoc CRNs than on physical-layer
MIMO channels. To mitigate this effect, we apply MMSE-
SQRD to regularize the channel matrix. Specifically, MMSE-
SQRD performs the following operation [42]:[

H′
eq(V,C)

σ2
xdiag(1)

]
PMMSE(V,C)=

[
QMMSE,1(V,C)

QMMSE,2(V,C)

]
︸ ︷︷ ︸

QMMSE(V,C)

UMMSE(V,C),

(33)

where UMMSE(V,C) ∈ CB×B denotes the upper tri-
angular matrix, and PMMSE(V,C) ∈ {0, 1}B×B is
the permutation matrix for sorting. The orthonormal ma-
trix QMMSE(V,C) ∈ C2B×B is partitioned into two square
matrices QMMSE,1(V,C), QMMSE,2(V,C) ∈ CB×B . Multi-
plying QMMSE,1(V,C)H by y′, we write

QMMSE,1(V,C)Hy′ =

UMMSE(V,C)PMMSE(V,C)Hx

+

(
− 1

σx
QMMSE,2(V,C)Hx+QMMSE,1(V,C)Hn

)
, (34)

where the terms in the bracket in the right-hand side include
the interference term degrading the algorithm performance.
Nevertheless, this interference can be cancelled during the tree
search [43]. By applying MMSE-SQRD, we generate new PDs
for the subtree, which reduces the decoding complexity.

VI. SIMULATION RESULTS

In this section, the performance of the proposed system
is evaluated, and its analysis validated, by means of Monte
Carlo simulations. The fading gains gb,r are assumed to be
the product of Nr i.i.d. complex Gaussian random variables.
The noise power spectral density N0,b is assumed to be the
same for all time instants. In order to verify the analysis of
the erasure probability and to demonstrate the capability of
the proposed pipeline scheduling, only the erasures resulting
from the packet expiration are considered.

Assume equal waiting periods W = 3, B = 3, and Nr =
3. Fig. 5 shows the erasure probability of the pipeline schedul-
ing scheme. The close agreement between numerical and
analytical results of P (vb,r) validates our analyses. As P (v1,r)
takes the same value for conventional and pipeline schedul-
ing, the improvement offered by pipeline scheduling can be
observed from the gap between P (v1,r) and P (v3,r). For δ =
0.3, the probability of path availability increases from 0.35
to 0.88, proving the effectiveness of the pipeline scheduling
scheme. Additionally, the comparison between numerical and
analytical values of P (vr = [1 1 1]) shows the accuracy of
the approximation (20).

Fig. 6 considers the situation with Nr = 2, R = B = 4,
equal waiting period W = 4, and QPSK modulation. The
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Fig. 5. Validation of erasure-probability analysis. The parameters used
are Nr = 3, B = 3, and equal waiting period W = 3.
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Fig. 6. BER performance of end-to-end uncoded and coded transmission.
Orthonormal coding matrix (ORT) and DFT-based PTC are compared. The
parameters used are Nr = 2, and R = B = 4; QPSK and the pipeline
scheduling scheme with equal waiting period W = 4 are adopted.

receiver has perfect knowledge of V. The numerical results
compare various PTCs by showing their bit error rate (BER).
The performances of coded transmission with orthonormal
coding matrix and of uncoded transmission are used as base-
lines. While the orthonormal coding matrix [20] reduces the
error floor as compared with uncoded transmission, DFT-based
PTC delivers a more remarkable performance improvement.

Fig. 7 refers to almost the same situation as Fig. 6, except
that the PTC is fixed to DFT-based and the scheduling schemes
are changed. At BER= 10−3, pipeline scheduling with δ =
0.7 enhances the SNR by more than 10 dB as compared
to conventional scheduling, while the scheme using unequal
waiting periods brings in an additional 2 dB improvement.
According to [20], the unequal waiting periods [6 4 3 3] are
adjusted to minimize the geometric mean of P (vb,r = 0),
r = 1, . . . , R. It should be emphasized that, from these
simulations, both DFT-based PTC and pipeline scheduling
with unequal waiting periods perform better for larger δ.
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Fig. 7. BER performance for conventional scheduling (CS), pipeline
scheduling (PS), and pipeline scheduling with unequal waiting periods
(PSU) [6 4 3 3]. The parameters used are Nr = 2, and R = B = 4;
QPSK and DFT-based PTC are adopted.

10 15 20 25
10−4

10−3

10−2

10−1

Eb/N0 (dB)

B
E

R

JSD, QPSK
CSD, QPSK
Lower bound, QPSK
JSD, 16QAM
CSD, 16QAM
Lower bound, 16QAM

Fig. 8. BER of JSD, conventional SD (CSD), and the lower bound. The
parameters used are Nr = 2, R = B = 4, and δ = 0.3; DFT-based PTC
and the pipeline scheduling scheme with unequal waiting periods [6 4 3 3]
are adopted.

This implies that these techniques are more effective in a
high-spectral-efficiency scenario, which is aligned with future
trends in wireless communications. In particular, pipeline
scheduling can increase spectrum efficiency just thanks to its
aggressive sensing and access strategy.

The additional simulation charts show BER and complexity
of the decoding algorithm. The transmission uses a DFT-
based PTC and pipeline scheduling with unequal waiting peri-
ods [6 4 3 3]. The parameters chosen are Nr = 2, R = B = 4,
and δ = 0.3. The JSD assumes knowledge of (δ,Nr), and is
allowed to estimate the a priori probability of V by using
the approach outlined in Section IV. For data detection, SD
adopts the depth-first tree search algorithm with a radius
update matched to hard-output MIMO detection [44]. The
lower bound is obtained from the decoder having perfect
knowledge of V, i.e., when only the subtree with right V is
traversed. The conventional SD (CSD) without knowledge of
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Fig. 9. Decoding complexity of JSD with SQRD and MMSE-SQRD channel
preprocessing. The parameters used are Nr = 2, R = B = 4, and δ = 0.3;
DFT-based PTC and the pipeline scheduling scheme with unequal waiting
periods [6 4 3 3] are adopted.

the a priori probability of V is used as baseline. In detail, the
CSD follows the maximum likelihood (ML) criterion, which
is optimal for physical-layer noniterative MIMO decoding. As
shown in Fig. 8, while the JSD approaches the lower bound for
both QPSK and 16QAM, the CSD fails to correctly detect the
data packets, since it assumes Λ(vb,r) = 0. Fig. 9 depicts the
number of PD calculations, intended as a complexity measure.
It is interesting to observe that the complexity increases when
SNR increases, which is counter-intuitive. Such phenomenon
is explained by observing the trend of the number of PD
calculations of the topmost layer. Since N0 decreases as SNR
increases, DB+1 in (26) becomes relatively smaller at high
SNR, so that more nodes in the topmost layer satisfy the radius
constraint. The trees are only pruned when the subtrees are
traversed. Nonetheless, the largest number of PD calculations
at the topmost layer is still much smaller than 2RB −1 (40 

216−1), as with an SE enumeration. The minimum number of
PD calculations for traversing the subtree to the bottommost
layer is 2B − 1, where B and B − 1 PD calculations are
used for the forward and backward searches, respectively [28].
For the configurations in Fig. 9, the average numbers of the
PD calculations per subtree are mostly smaller than 2B − 1,
indicating that many subtree searches are terminated before
reaching the bottommost layer. Comparing the results of using
SQRD and MMSE-SQRD as depicted in Fig. 9, MMSE-
SQRD is more efficient at low SNR. This is because MMSE-
SQRD can mitigate the noise enhancement caused by an ill-
conditioned channel matrix, which is especially severe at low
SNR.

VII. CONCLUSION

In this paper, we advocate a novel virtual MIMO system
as a model for ad hoc CRNs. The uncertainty intrinsic in
the opportunistic use of links is modeled by random erasures.
Based on this virtual MIMO formulation, several transmission
techniques are proposed to deal with fast-erasure channels. A
pipeline scheduling scheme is introduced to reduce the erasure
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probability. PTC and JSD play central roles at source and
destination nodes, respectively, for encoding and decoding.
The latter is derived from the MAP criterion, but needs a
much lower average complexity, especially in combination
with the MMSE-SQRD. Thanks to the proposed techniques,
reliable CR communication from source to destination is made
possible through multipath multihop wireless networking. Nei-
ther the dedicated spectrum nor the feedback control with bi-
directional link signaling is needed for general applications.
We should also emphasize that, although this work specifically
deals with ad hoc CRNs, its scope is actually wider, as this
virtual MIMO concept is actually applicable to a general class
of ad hoc networks. We believe that the research reported here
will open new avenues for future research on innovative coding
schemes and decoding algorithms for virtual MIMO systems
at/above network layer.
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